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Abstract. Over the past 3 years, the semantic web activ-
ity has gained momentum with the widespread publishing
of structured data as RDF. The Linked Data paradigm has
therefore evolved from a practical research idea into a very
promising candidate for addressing one of the biggest chal-
lenges in the area of the Semantic Web vision: the exploita-
tion of the Web as a platform for data and information inte-
gration. To translate this initial success into a world-scale re-
ality, a number of research challenges need to be addressed:
the performance gap between relational and RDF data man-
agement has to be closed, coherence and quality of data pub-
lished on the Web have to be improved, provenance and trust
on the Linked Data Web must be established and generally
the entrance barrier for data publishers and users has to be
lowered. In this vision statement we discuss these challenges
and argue, that research approaches tackling these challenges
should be integrated into a mutual refinement cycle. We also
present two crucial use-cases for the widespread adoption of
linked data.
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One of the biggest challenges in the area of intel-

ligent information management is the exploitation of
the Web as a platform for data and information inte-
gration as well as for search and querying. Just as we
publish unstructured textual information on the Web
as HTML pages and search such information by us-
ing keyword-based search engines, we should be able
to easily publish structured information, reliably in-
terlink this information with other data published on
the Web and search the resulting data space by using
expressive querying. The Linked Data paradigm has

evolved as a powerful enabler for the transition of the
current document-oriented Web into a Web of inter-
linked Data and, ultimately, into the Semantic Web.
The term Linked Data here refers to a set of best prac-
tices [4] for publishing and connecting structured data
on the Web. These best practices have been adopted by
an increasing number of data providers over the past
three years, leading to the creation of a global data
space that contains many billions of assertions - the
Web of Linked Data. However, in order to sustainably
establish the Web of Data and to maximize the value
of published data on the Web, we are facing four fun-
damental challenges: (1) we have to improve the per-
formance of very large-scale RDF Data Management,
(2) we have to increase and ease the interlinking and
fusion of information, (3) algorithms and tools have
to be developed for improving the structure, semantic
richness and quality of Linked Data, (4) adaptive user
interfaces and interaction paradigms have to deployed
for authoring and maintaining Linked Data.

In the remainder of this vision statement we elabo-
rate on these challenges, possible approaches for solv-
ing them and present two crucial use-cases for linked
data.1

1. Improving the Performance of Large-Scale
RDF Data Management

Experience demonstrates that an RDF database can
be an order of magnitude less efficient than a rela-
tional representation running on the same engine[5].
This lack of efficiency is perceived as the main obsta-

1The interested reader may also want to have a look at a related
article [15] in this issue, which poses similar challenges on dealing
with Linked Data from a slightly different perspective.
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cle for a large-scale deployment of semantic technolo-
gies in corporate applications or for expressive Data
Web search. For RDF to be the lingua franca of data
integration, which is its birthright, its use must not
bring significant performance penalty over the much
less flexible best practices prevalent today. The main
reason for the difference in performance between triple
stores and relational databases is the presence of fine-
grained optimised index structures in relational sys-
tems in contrast to more flexible and extensible struc-
tures in triple stores. The performance gap between re-
lational and RDF data management can be mitigated
by developing adaptive automatic data indexing tech-
nologies that create and exploit indexing structures as
and when needed, entirely based on received query
workload.

The performance of knowledge stores can, for ex-
ample, be significantly increased by applying query
subsumption and view maintenance approaches to the
RDF data model. Query subsumption can be based
on analysing the graph patterns of cached SPARQL
queries in order to obtain information on (a) whether
the previously cached query result can be reused for
answering a subsequent query and (b) which updates
of the underlying knowledge base will change the re-
sults of cached queries and thus have to trigger in-
validation. As queries are executed, intermediate re-
sults can be persisted and labeled for reuse. When a
subsequent query is executed, it can reuse those re-
sults if it either subsumes the previous query or is sub-
sumed by it. In the latter case the query can be per-
formed on the persisted previous results and in the first
case join operations between persisted and base data
can be performed. This builds query shortcuts across
the data, essentially making materialized views on de-
mand. These are either invalidated or brought up to
data as data changes and discarded if no longer needed.
The cacheable operations are joins and inferences such
as owl:sameAs, transitive property traversal, class
and property hierarchies etc. Intermediate materializa-
tions may also cache aggregates. First steps in this di-
rection were for example performed in [14,6]. In ad-
dition, caching and view materialization techniques
should be able to handle implicit information com-
monly found in ontologies. In order for Linked Data to
be successful in the Web at large and within enterprises
in particular, such new RDF indexing technology must
ultimately find its way in RDF processing systems.

2. Increase and Ease the Interlinking and Fusion
of Information

While the sum of data published as linked data
amounts already to billions of triples and grows
steadily, the number of links between them is several
orders of magnitude smaller and by far more difficult
to maintain (cf. [12]).

The task of interlinking and supplementing the
knowledge bases with information from external data
sets, knowledge bases and ontologies can draw from
previous work within different research communi-
ties: Interlinking has a long history in database re-
search and occurs in the literature under a dozen of
terms [19] such as Deduplication[9], Entity Identifi-
cation [13], Record Linkage [7] and many more. En-
countered problems are generally caused by data het-
erogeneity. The processes of data cleaning [16] and
data scrubbing [22] are common terms for resolving
such identity resolution problems. Elmagarmid et.al.
(2007) [8] distinguish between structural and lexical
heterogeneity and focus their survey on the latter. Ac-
cording to Elmagarmid et. al., a stage of data prepara-
tion is a necessary prerequisite to efficient record link-
age and consists of a parsing, a data transformation and
a standardization step. As a new challenge, RDF and
OWL, alongside with the Linked Data paradigm and
commonly published vocabularies, provide the means
necessary to skip the data preparation step as they have
already proliferated a shared structural representation
of data as well as a common access mechanism. With
the availability of large open data sets and links be-
tween them, the generation of benchmarks for inter-
linking becomes feasible and can add an edge to re-
search in this area. The need for adaptive methods also
arises in order to cope with changing data. Thus, auto-
mated reinforced approaches have to be developed that
adapt themselves over time. (Both research directions
are mentioned in Elmagarmid et. al.) Further reading
can be found in a survey paper on Ontology Match-
ing [18]. Although there has been extensive work on
the topics of interlinking and ontology matching, the
new situation creates new requirements and challenges
and calls for an adaptation of existing methods.

The availability of large open data sets and acces-
sibility via Linked Data pose the following require-
ments, currently insufficiently covered by research.
Likewise, numerous specifics related to combined in-
stance and schema matching in RDF and OWL w.r.t.
timeliness are hardly addressed:
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– ETL (Extraction, Transformation, Loading) of
legacy data under the aspect of linking

– Lack of benchmarks for instance and schema
mapping as well as an evaluation framework and
metrics.

– As knowledge bases evolve, links and mappings
have to evolve likewise. This poses special re-
quirements on scalability and maintenance.

– Web data sources often mix terms from different
RDF vocabularies and OWL ontologies. This as-
pect is not covered by previous work on database
schema and ontology matching, which builds
upon the assumption of the existence of a single
schema or ontology.

– Database schemata impose harder restrictions on
the instance structure compared to Semantic Web
data where the open world assumption applies
and information about instances is not assumed to
be complete.

– The standardization of the representation format
(RDF) allows the creation of links based on the
availability of third-party knowledge bases from
the LOD cloud such as DBpedia (similar to the
star-like pattern in a mediation-based EAI).

A promising approach, which can respond to some
of these requirements is to integrate schema mapping
and data interlinking algorithms into a mutual refine-
ment cycle, where results on either side (schema and
data) help to improve mapping and interlinking on
the other side. Both unsupervised and supervised ma-
chine learning techniques should be investigated for
this task, where the latter enable knowledge base main-
tainers to produce high quality mappings. Further re-
search is needed in the area of data fusion, i.e. the
process of integrating multiple data items, represent-
ing the same real-world object into a single, consistent,
and clean representation. The main challenge in data
fusion is the reliable resolution of data conflicts, i.e.
choosing a value in situations where multiple sources
provide different values for the same property of an
object.

The usefulness of a knowledge base increases with
more (correct) links to other knowledge bases (net-
work effect), since this allows applications to combine
information from several knowledge bases. The advan-
tage of de-referenceable URIs (URLs) as identifiers is
two-fold. Contrary to a database id, URLs are unique
identifiers on the web, which have a defined seman-
tics and provenance. Furthermore, the available data
identified by URLs are easily accessible via content-

negotiation and standard retrieval mechanisms (i.e. the
HTTP protocol). In this situation, linking brings im-
mediate advantages, because it defines relations, e.g.
equality, of Web identities and allows the convenient
aggregation of data by following these links. The
emerging Web of Data now faces several challenges
and problems. a) How to find all links between two
knowledge bases (high recall)? b) How to verify the
correctness of found links (high precision)? This is-
sue is most important in case of owl:sameAs links,
which entail strict logical equivalence and therefore
need to be very precise. c) How to maintain such a link
structure with evolving knowledge bases? To solve
those challenges, a constant evaluation of links be-
tween knowledge bases is necessary. Ideally, scalable
machine learning techniques should be applied to gen-
erate links based on manually provided and maintained
test sets. Although approaches and tools in this direc-
tion are developed, they still require higher usability
and scalability to have a wider impact in the Web of
Data.

After links are found and verified the next challenge
is the fusing of data with respect to completeness, con-
ciseness and consistency.

3. Improving the Structure, Semantic Richness
and Quality of Linked Data

Many data sets on the current Data Web lack struc-
ture as well as rich knowledge representation and
contain defects as well as inconsistencies. Methods
for learning of ontology class definitions from in-
stance data can facilitate the easy incremental and self-
organizing creation and maintenance of semantically
rich knowledge bases. Particularly, such methods can
be employed for enriching and repairing knowledge
bases on the Data Web.

The enrichment steps can be done by learning ax-
ioms, e.g. equivalence and inclusion axioms, whose
left-hand side is an existing named class in the knowl-
edge base. The task of finding such axioms can be
phrased as a positive-only supervised machine learn-
ing problem, where the positive examples are the ex-
isting instances of the named class on the left hand
side and the background knowledge is the knowledge
base to be considered. The advantage of those meth-
ods is that they ensure that the learned schema ax-
ioms fit the instance data. The techniques should also
be robust in terms of wrong class assertions in the
knowledge base. We argue that those learning meth-
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ods should be semi-automatic, i.e. a knowledge engi-
neer makes the final decision whether to add one of
the suggested axioms to the knowledge base. Once an
axiom is added, it can be used by inference methods,
for example, to populate the knowledge base with in-
ferred facts, or spot and repair inconsistencies. One
challenge is to be able to apply such machine learn-
ing methods to very large knowledge bases. Machine
learning methods usually rely heavily upon reasoning
techniques and currently it is not possible to reason
efficiently over large knowledge bases which consist
of more than 100 million RDF triples2. Therefore, ex-
traction methods should be used to extract a relevant
fragment of a knowledge base with respect to given
individuals, which is sufficiently small to reason over
it, while still containing sufficient information with re-
spect to those instances to apply class learning algo-
rithms. Experiments that employ such extraction meth-
ods against the DBpedia knowledge base have already
shown promising results [10].

Another method for increasing the quality of Linked
Data is semi-automatic repair. In particular large
knowledge bases are often prone to modelling er-
rors and problems, because their size makes it diffi-
cult to maintain them in a coherent way. These mod-
elling problems can cause an inconsistent knowledge
base, unsatisfiable classes, unexpected reasoning re-
sults, or reasoning performance drawbacks. We need
algorithms, which detect such problems, order them by
severity, and suggests possible methods for resolving
them to the knowledge engineer. By considering only
certain parts of a (large) knowledge base, those algo-
rithms can be able to find problems in a relevant frag-
ment, even if the overall knowledge base is not consis-
tent. Repair approaches can be also used in combina-
tion with knowledge base enrichment algorithms: Af-
ter learning a formal description of a class, problems in
the knowledge base may be spotted. Those problems
can then be repaired through the knowledge engineer
by giving him or her possible suggestions for resolving
them.

Two challenges have to be addressed in order to
develop enrichment and repair methods as described
above: Firstly, existing machine learning algorithms
have to be extended from basic Description Logics
such as ALC to expressive ones such as SROIQ(D)
serving as the basis of OWL 2. Secondly, the al-

2Amongst others, the LarkC project (http://www.larkc.eu/) works
on (incomplete) OWL reasoning.

gorithms have to be optimized for processing very
large-scale knowledge bases, which usually cannot be
loaded in standard OWL reasoners. In addition, we
have to pursue the development of tools and algorithms
for user friendly knowledge base maintenance and re-
pair, which allow to detect and fix inconsistencies and
modelling errors.

4. Adaptive User Interfaces and Interaction
Paradigms

All the different Data Web aspects heavily rely on
end-user interaction: We have to empower users to for-
mulate expressive queries for exploiting the rich struc-
ture of Linked Data. They have to be engaged in au-
thoring and maintaining knowledge derived from het-
erogeneous and dispersed sources on the Data Web.
For interlinking and fusing, the classification of in-
stance data obtained from the Data Web as well as for
structure and quality improvements, end users have to
be enabled to effortlessly give feedback on the auto-
matically obtained suggestions. Last but not least, user
interaction has to preserve privacy, ensure provenance
and, particularly in corporate environments, be regu-
lated using access control.

The adaptive nature of the information structures in
the Data Web is particularly challenging for the pro-
visioning of easy-to-use, yet comprehensive user in-
terfaces. On the Data Web, users are not constrained
by a rigid data model, but can use any representa-
tion of information adhering to the flexible RDF data
model. This can include information represented ac-
cording to heterogeneous, interconnected vocabularies
defined and published on the Data Web, as well as
newly defined attributes and classification structures.
Hence, the user interface components on the Web of
Data should support the reuse of existing vocabular-
ies and ontologies as well as the ad hoc definition of
new ones and their refinement and evolution in con-
cordance with the data over time. Different informa-
tion structures should be seamlessly combinable in a
provenance preserving way in a single visualization
or authoring environment, even if the information to
be visualized or authored is obtained or stored in var-
ious Linked Data sources ([3,21] are approaches go-
ing in that direction). The authoring tools should hide
technicalities of the RDF, RDFS or OWL data models
from end users, thus realizing WYSIWIG for the au-
thoring of knowledge bases. Based on the information
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structures found, the most suitable authoring widgets
should be automatically combined.

In particular for ordinary users of the Internet,
Linked Data is not yet sufficiently visible and (re-) us-
able. Once information is published as Linked Data,
authors hardly receive feedback on its use and the op-
portunity of realizing a network effect of mutually re-
ferring data sources is currently unused. On the social
web, technologies such as Refback, Trackback or Ping-
back enabled the timely notification of authors once
their posts were referenced. In fact, we consider these
technologies as crucial for the success of the social
web and the establishment of a network effect within
the blogosphere. In order to establish a similar network
effect for the Data Web, we should investigate how
such notification services can be applied to the Web of
Data. The Semantic Pingback method as described in
[20], for example, can serve here as a technical founda-
tion, but much more work is required to integrate such
notification services in particular with adequate user
interfaces into the fragmented landscape of ontology
editors, triple stores and semantic wikis.

5. Making the Web a ‘Washing Machine’ for
Linked Data

The four challenges presented in the previous sec-
tions should be tackled not in isolation, but by in-
vestigating methods which facilitate a mutual fertil-
ization of approaches developed to solve these chal-
lenges. Examples for such mutual fertilization between
approaches include:

– The detection of mappings on the schema level,
for example, will directly affect instance level
matching and vice versa.

– Ontology schema mismatches between knowl-
edge bases can be compensated for by learning
which concepts of one are equivalent to which
concepts of the other knowledge base.

– Feedback and input from end users (e.g. regarding
instance or schema level mappings) can be taken
as training input (i.e. as positive or negative ex-
amples) for machine learning techniques in order
to perform inductive reasoning on larger knowl-
edge bases, whose results can again be assessed
by end users for iterative refinement.

– Semantically enriched knowledge bases improve
the detection of inconsistencies and modelling
problems, which in turn results in benefits for in-
terlinking, fusion, and classification.

Fig. 1. Linked Data Improvement Cycle.

– The querying performance of the RDF data man-
agement directly affects all other components and
the nature of queries issued by the components
affects the RDF data management.

As a result of such interdependence, we should pur-
sue the establishment of an improvement cycle for
knowledge bases on the Data Web - i.e. make the Web
a Linked Data washing machine. The improvement of
a knowledge base with regard to one aspect (e.g. a
new alignment with another interlinking hub) triggers
a number of possible further improvements (e.g. addi-
tional instance matches).

The challenge is to develop techniques, which allow
to exploit these mutual fertilizations in the distributed
medium Web of Data. One possibility is that, various
algorithms make use of shared vocabularies for pub-
lishing results of mapping, merging, repair or enrich-
ment steps. After one service published his new find-
ings in one of these commonly understood vocabular-
ies, notification mechanisms (such as Semantic Ping-
back [20]) can notify relevant other services (which
subscribed to updates for this particular data domain)
or the original data publisher, that new improvement
suggestions are available. Given a proper management
of provenance information, improvement suggestions
can later (after acceptance by the publisher) become
part of the original dataset.
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6. Complementing SOA with Linked Data

Competitive advantage increasingly depends on
business agility, i.e. becoming the "real-time enter-
prise." This entirely depends on dealing with a con-
stant flood of information, both internal and external.
Linked data is a natural addition to the existing doc-
ument and web service or SOA based intranets and
extranets found in large corporations. Enterprise in-
formation integration needs grow continuously. Merg-
ers and acquisitions further drive diversity of IT in-
frastructure and the consequent need for integration.
Simultaneously, enterprise data warehouse sizes have
been more than doubling annually for the past several
years, effectively outstripping Moore’s law. The rapid
development in the quantity and quality of structured
data on the Internet creates additional opportunities
and challenges. The main issues of integration are the
use of different identifiers for the same thing and diver-
sity in units of measure. Classifications, application of
linked data principles for consistent use of identifiers
in information interchange and making schema seman-
tics explicit and discoverable, thus effectively render-
ing data self-describing, offer great promise with no
disruption to infrastructure. An important distinction
for the adoption of the Data Web paradigm in corporate
scenarios is that the reuse of identifiers and vocabular-
ies is not the same thing as making all data public. Cor-
porate data intranets based on Linked Data technolo-
gies can help to reduce the data integration costs sig-
nificantly and entail substantial benefits [11]. Linking
internal corporate data with external references from
the Data Web will allow a corporation to significantly
increase the value of its corporate knowledge with
relatively low effort. Examples include integration of
product, customer/supplier, materials, regulatory, mar-
ket research, financial statistics and other information
between internal and external sources. The key to this
is resolving the disparity of identifiers and associating
explicit semantics to relational or XML schemes.

For example, the information integration with the
Data Web will allow the sales database of a company to
be enhanced with semantic descriptions of customers,
products and locations by linking the internal database
values with RDF descriptions from the LOD cloud
(e.g. from the DBpedia, WikiCompany or Geonames
data sets). The linking can be used to correct, aggre-
gate and merge information. In addition to this, the rea-
soning and semantic mining tools can infer and gener-
ate new knowledge that only experts can provide. For
example, using machine learning algorithms and the

background knowledge from the Data Web, groups of
customers can be better classified and described se-
mantically, potentially leading to better targeting and
market intelligence.

7. Publishing Public and Governmental Data on
the Web

Besides employing the Linked Data paradigm in
corporate environments another scenario with a great
application potential is the publishing of public and
governmental data (cf. [1,17]). Quite some govern-
mental and administrative information in Europe, for
example, is already publicly available in structured
form. Unfortunately, this data is scattered around, uses
a variety of different incompatible data formats, iden-
tifiers and schemata.

The adaptation and deployment of linked data tech-
nologies in this area will increase the ability of the
public to find, download, and creatively use data sets
that are generated and held by various governmental
branches and institutions, be it supra-national (e.g. Eu-
ropean) or national ones as well as regional govern-
ments and public administrations. In particular, for the
case of Europe this will be very challenging due to
the large organizational and linguistic diversity. This
decentralization and diversity renders centralized and
strictly top-down approaches less suitable and thus Eu-
ropean governments and public administrations rep-
resent an ideal application scenario for Linked Data
technologies. This scenario has been recognized 3, but
should be explored much further.

In order to realize this application scenario, a num-
ber of different aspects have to be considered and dif-
ferent technologies should be deployed. For example,
a portal as well as a network of decentralized registries
should provide descriptions of the data sets (i.e. meta-
data), information about how to access the data sets,
facilities for sharing views and reports, as well as tools
that leverage government data sets. Based on research
approaches tackling the above mentioned challenges,
tools and services should be deployed to classify and
interlink data sets automatically, to assess their in-
formation quality and to suggest enrichments and re-

3The following are pointers to published data sets:
http://www4.wiwiss.fu-berlin.de/eurostat/,
http://riese.joanneum.at/,
http://www.rdfabout.com/demo/census/,
http://www.govtrack.us/
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pairs to the published data sets. Public participation
and collaboration will be paramount in this applica-
tion scenario. The public has to be engaged to pro-
vide additional downloadable data sets, to build appli-
cations, conduct analyses, and perform research. The
published information can improve based on feedback,
comments, and recommendations. As a result Linked
Data has the potential to improve access to govern-
mental data and expand creative use of those data be-
yond the walls of government by encouraging innova-
tive ideas (e.g., mashups and web applications). The
Linked Data paradigm can help to make governments
more transparent and thus strengthen democracy and
promote efficiency and effectiveness in governments.

8. Conclusions

While the past few years have been very succesful
for the Linked Data initiative and the Web of Data,
there has also been well-founded criticism [12]. As a
consequence, we pointed out a number of challenges,
which need to be solved in order to exploit the Web
of Linked Data as medium for information integration
and consumption. The four challenges center around
the topics of query performance, data interlinking, data
quality and user interaction. In some cases we provided
future research directions to overcome these issues. We
believe that the success in these research areas over the
next few years is crucial for the Web of Data and its
adoption by end users and enterprises.
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